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1. Certain definitions.* Consider the linear system of diffe-
rential equations of disturbed motion

— _Zpt,(t)x, (i=1,...,n) (1.1)

=1
where the pij(t) are given, continuous, bounded functions of time.

Let the n? numbers pl](t, j =1, ..., n) be the coordinates of a point
of the n?-dimensional space P. The curve having in the space P the para-
metric equations p;:(t) will be called the coefficient line of the system
of linear differential equations (1.1).

Let V(t: Xy Xyy eens Xg ) be a sign definite function [1]. By (1.1),
the time derivative

-;,-;——2} Zpu 07+ % (1.2)

is=]

is a known function of time and of the coefficients of the system (1.1).
The concept of the region L(V) will be introduced in the following manner.

The set of points of the n?-dimensional space of coefficients P, to
each of which for every t > t, the derivative dV¥/dt is a function of

* This paper contains certain results of author’s candidate dissertation,
defended at the Institute of Mechanics of the Academy of Sciences of
the U.S.8.R. in 1852,
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constant sign, opposite to the sign of V¥, will be called the region L(V),
corresponding to a given sign definite function V.

Obviously, it follows from Liapunov’'s stability theorem [1] that an
undisturbed motion is stable, if there exists a sign definite function
to which there corresponds a region L{V) containing the coefficient line
of the system of equations of the disturbed motion. The function V will
then be the Liapunov function of the system under consideration.

2. Liapunov functions in the form of quadratic forms with
constant coefficients. Let

n
a
V= 2, a:,-,:cix, (a,-, =¢ji)
i, [=1
be a positive definite form with constant coefficients. By (1.1), its

derivative with respect to time will obviously also be a quadratic form:
n

%'—_— 2 ai () 2z, (2.1)
ij=1
where the a;; are functions of time, determined by the formulas
a;j(f) = D (@iePsi (1) + %ielsi (1)) @ 7=1...,n) (2.2)
s§=1
Qij = aji

In the present case, the conditions determining the region L(V) will
be the Sylvester’s known conditions for the quadratic form to be negative:

(—1)5det5]a,-j|,>/0 s=1,...,n i=1,...,n) (2.3)

A set of points of the n?-dimensional space P will be called a Routh-
Hurwitz region, if inside it the conditions of the Routh-Hurwitz theorem

for the polynomial
o 1=
A(\) =det| pi; — 0| =0, bij = 0 (@)

are fulfilled.

The following proposition holds true: the region L(V) corresponding
to any sign definite quadratic form is contained inside the Routh-Hurwitz
region.

In fact, the proposition is true, since otherwise one could construct
a system of linear differential equations with constant coefficients which
does not satisfy the conditions of Routh-Hurwitz, but which is stable on
the strength of Liapunov’s stability theorem. The contradiction proves
the statement. It is likewise readily verified that to every sign definite
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quadratic form V there corresponds a non-empty region L(V). In fact,
putting Pij =~ a;j, one finds

iwe] el i=1 j=1

2

i.e. a point of the space P with the coordinates p,. = ~ a;; belongs to
the region L(V), and hence, by the continuity of the region L(V), so
does a certain part of its neighborhood.

Further, it will be proved that the region L(V) is bounded by a sur-
face of an n?-dimensional cone.

In fact, if the point with coordinates p;; = p;:® belongs to the re-
gion L(V), then any point of the half ray from the origin of coordinates
through the point {p;. °{ likewise belongs to the region L(V). This
half ray is determineé in parametric form by the equations

pij:kpijo (i, 7i=1%4...,n)
where k 1s a positive parameter. Obviously, by (2.1) and (2.2),
d} dV

g:t (xa pk’) =k ci?‘ (xsv pklc)
i.e. for every k > 0, a point {pij} belongs to the region L{V).

3. The equation and properties of the surface, bounding the
region L(V). Let V be a positive definite quadratic form with constant

coefficients and pij = p;;(r) (i, j=1,2, ..., n) some line in space P.
Further, let for r =7, tﬁe point
pii° == pij(y)

belong to the region L(V).

The following proposition will be proved: if forr =r  (p,.% = p,;
(ro) )} the coefficients of the quadratic form dV/dt satisfy Sylvester's
conditions (2.3), then for a continuous change of the parameter r, from
the value r; only the last of Sylvester's conditions (2.3) may at first
be violated.

The truth of this proposition follows from the fact that, if among
the series of principal diagonal minors D, ..., D, of the discriminant
of the quadratic form the minor Dp(n > k > 1) vanishes, the values of
the the minors Dk-i and Dy, , must be of opposite signs [31.

Consequently, points on the boundary of the region L(V) satisfy the
equation

Du:de‘“!:aij}':() t;;,l)
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where the a;; are determined by (2.2).

The determinant D, will be considered as a function of the coeffi-
cients of the k-th equation of the system p,, pp,, -++) Ppp-

On the basis of (2.2), one may write

@35 = GipPrj + %igpr: - Ai® (3.2)
A = D) (@ispy; + %jopsi) (3.3)
84k

Representing the determinant (3.1) in the form of the sum of deter-
minants, the elements of which will be terms of the elements of the de-
terminant (3.1), it will be noted that the determinants, in which two or
more columns consist of elements being first or second terms in the
elements of the determinant (3.1), are zero as they have two or more
columns proportional to each other.

Thus, the determinant (3.1) may be represented in the form of the sum
of determinants of the following four types:

(1) Determinants containing two columns with elements having the
Pps(s =1, 2, ..., n) as multipliers; for this purpose, if one of the
columns consists of elements which are the first terms of the corres-
ponding elements of the determinants (3.1), then the second column must
consist of the second terms of the corresponding elements of the deter-
minants (3.1).

(2) Determinants which contain one column consisting of the first
terms of the corresponding elements (3.2).

(3) Determinants which contain one colum, consisting of the second
terms of the corresponding elements (3.2).

(4) The determinant det Aij(k) ..

Denote the sums of the determinants of the above form by Sl' SZ' SB'
S, respectively and their sum by

D=8+ 8+ 8+ (34)
It is easily seen that
Sy= D} deta][(1 — 8;—8;r) A - 8iseiupr; + Sjuctjnpi (3.5)
S; T ST
Sy = zdetn "(1 — 8js) Aij(k) + Bjsflu.-ij ” (3.6)

s=1



470 B.S. Razumikhin

= E‘J det, | (1 — 8;0) Au™ + Bjejipui | (3.7
s=1
Sy = det, | 4;;P | (3.8)
where o
Bor = { 0 f:; i;: (3-:9)

Taking out the common factors of the s-th and r-th colums, by adding
the determinants of the sum S, and the common factor of the s-th column,
by adding the determinants of the sums S, and SB' one obtains

Sy = Zpks 2 g detn | (1 4 855 4 8jp) A0 4 8550 85 Dxi |

Sl r=1"%$

n

Sy = ) Prsdety] (1 — 85) Ag® + Sjisc |

8==1

The sum S, may be written in the form of the (n + 2)-nd order determina:

0 0 Prr+ - - Pin
0 0 Epy Dien
Si=—\prgq @ | o (3.10)
...... boraly
Prn %pn 2 _________ i

0 Py Pyn 0 Fpy Gpn
@ T ! P T i

Sy=—1 . | (% J S3 T e ! i ] (3.11)
) A DA
Srn ; _________ : Pin i _________ ;

Obviously S, = S;. Replacing in the determinant S, the off-diagonal
zeros by (-1), one obt.ams for the determinant D, = S, + S, + S5 + §;
the expression

0 =1 Pi- - Pra |
1 0 Ty » » « Lpp
Dyp= — Py 2, o ; (3.12)
1 1 VNI
1
Prn %k oo

Tt will now be verified that D, = 0 represents a surface in the n-
dimensional space of the coeff1c1ents Phy» +++» Pgn of the k-th equation.
Obviously, the equation D, = 0 is the equation of a second order surface.
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The following theorem will now be proved:

Theorem. The region L(V) corresponding to the positive definite form

V=2 wma;
ij=1
in the n-dimensional space of coefficients of any of the equations of
disturbed motion is an elliptic paraboloid, with vector components of the
asymptotic direction being proportional to the values of the correspond-
ing coefficients of the quadratic form V.

Proof: The determinant D, may be represented as a general second
degree form

n n
D" = 2 Hijpkipkj + 2 zHipki + H (313)
ij=1 i=1
where, obviously,
Z Hi;pripri=S1, ZHipkiEngss, H=S, (3.14)
ij=1 i=1

In order that D, = 0 will be a paraboloid, the discrimant of the
quadratic form must vanish:
N
D Hiipripe; or det| Hij|| =0 (3.15)

ij=1
Obviously, the coefficient Hij is obtained from the determinant

0 Opy o+ Oy

S=|% (3.16)
kn L_-i_.___!

by striking the (i + 1)st row and the (j + 1)st column
Hyj = (—1)1HiSy; (3.17)

where S, is the minor corresponding to the element A; (k) of the deter-
minant ? .16). It will now be proved that

}]H,.,.ak,. =0 (i=1,...,n (3.18)
j=1
Indeed, this follows from the fact that the left hand side of each of
these equalities represent determinants with two equal columns, while
not all of the agj (j =1, ..., n) vanish on the strength of the sign
definite property of the quadratic form V, whence the following condition
must be satisfied

det | Hyj] = 0 (3.19)
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i.e. the region L(V) is a paraboloid. The components k ky...k, of the
asymptotic direction of the second order surface satls}.‘y the known equa-
tion

D) Hiskik; =0 (3.20)

ijm1
(bviously the quantities @ Qpy .« +ap, satisfy this equation.
In fact, by (3.18),

n n n
2 Hijions = Doy Oy Higags = 0

ii=1 i=1 j=1

Thus, D, = 0 is the equation of a paraboloid with the components of
the asymptotlc direction proportional to the quantities TR TOTRRY. T
i.e. the theorem is proved.

The transformation which was used to reduce the deten{)l?am: D, to the
form (3.12) may l(we applied to the determinant det,|| 4; In fact,
the elements A may be represented in the form

Aii® = aupr; + aupu + A, At = 2 (@ispsi + %pa)  (3.21)
s¥k
s+l

Hence, the elements Ai (k) have assumed a form analogous to (3.12),
and the determinant D, may be written

0 -1 0 0 Py Pin
— 4] 0 0 Apy Tpn
0 0 0 -1 Py ¢+« Pin
D,=| © 0 —1 o 4y o v - g a (3.22)
Pry Lo Py e 4, %P . A,
Prn Rpn Py @y AP . An‘n(m)

Similar transformations may be performed while the superscm%s
do not exhaust all the values from 1 to n. For this all the 4; L)
vanish and the determinant obtains finally the form
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Dn = (—1)" x (3.23)
0 —1 0 0 ... 0 0 P1u Pz - . . pln
—1 4] 0 0 0 a dig .« . . (lln
0 0 —1 0 0 D21 P22 Pon
0 0 -1 0 0 [ 2%} [+ 27 a%
X 0 0 0 0 0 —1 Pny Ppy Pan
0 0 0 0 -1 0 %1 s an
pPu a1 P2 231 Pn a, O 0 0
Pz Q13 P2z ®as Pns @, 0 0 0
P %n Pan Lop - Ppn %nn 0 0 Y

The coordinates of the points of contact of the paraboloid (3.12) with
the coordinate planes (in the n-dimensional space of the coefficients of

the k-th equation pp,pp,...pp,) will now be determined. Let in the de-
terminant D
LY

pki = pki(s) = - - ;:m + V& i (324)

For this purpose, the elements of the first row of the determinant
D, of (3.12), beginning with the second, will be equal to linear combina-
tions of the corresponding elements of the (S + 2)th and the second rows.

Using the arbitrariness of the factor vy, it may be determined from
the condition

Prs (s)

'—a—ks— + Vg = 0 (3.25)
but, by (3.24) L
Dis'®) = — ;:s + veotxs (326)

Substituting in (3.25), one finds

4,0 45
— 2V = 0 Vg = £
a4, s ) or * = ga, (3.27)
Substitution of this expression for v, in (3.24) gives
1 Ass(k) Xy
) ot 8 TR 4 P —
Pri N = Ageg ( 2 ay, As =tm (328)

For these values of pp,,...., pp, [ corresponding to arbitrarily fixed
values s(s =1, ..., n)l, the determinant Dn vanishes.
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Thus, n points P,, ..., P, are obtained which belong to the boundary
of the region L(V). The values of the derivatives oD ,/9pp; at the points
Pys +++» P, Will now be evaluated. One has

—1 Py Py Prn
0 Lyy %o Lyn
akl All(k) Am(k) Aln(k)
1 9D, .
2 ap —_ (_1)1 ....... (3'29)
ki gimy A; 11 i~z v Aiim
gy Aigrg it1,2 Aiy1,n
Apen Anl Anz . Ann

Obviously, by (3.25), all partial derivatives vanish at the point P
except for dD /apks, i.e.
oD,

e ¢=1,...,n)

=0 (iss)
Phi=Pii {-7‘-* 0 (=59

This means t}e g the paraboloid D, = 0 touches at the point P the
plane pp . = pp 77, para} ?1 to %hg coordlnate plane p, . = 0 at the point
with the coordinates pj, , pk , determined by the
equalities (3.28).

4. Case of a single n~th order equation. The n-th order equa-
tion

YW+ A Q) YD+ A (YD L+ A ()y =0 (4.1)
may be written in the form of the system
.561 = P11 (t) Z; + P12 (t) Ty + . + Pin (t) Tn (Pls (t) = As (t))
. . (4.2)
Xog = ZLyyeeny, Xn=Tn (z, = y("”s’)

In this case, considering the region L{V) as a region of the n-di-
mensional space of the coefficients PyiPyz+++Pyp» one has

Gt Gy, (< j<n

[
A1 = 2(“1%.1761 + %jspsi) = { S . . (4.3)
s=9 I Jid1 (i<n, = nj
l 0 (i==n,j=n)
and the equation of the boundary of L(V) has the form
0 —1 Pii. o Py
—1 0 a1 L
Da=—1 ,, T (4.4)
LA

Pin %in ]
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Equation (4.4) represents in the space of the coefficients p,,, ...,
Pyp an elliptic paraboloid with the components of the vector of the
asymptotic direction, proportional to the quantities a,,, ..., a,, and
touching the coordinate planes at the points with coordinates [ cf.(3.28),
(4.3)1]

197 oy )
ph.(s) _ ;1—3 \as's_‘_l Ef—s — g, igg = Rist (4'5)
The formulas (4.5) show that the region L(V) in the present case
touches the coordinate plane p,,, = 0 at the point
a a a
M= — =, Pt = — e "fﬂ s Pt =0 (4.6)
al*n aln in

The derived simple dependence of the coordinates of the points of
contact of the region L(V) with the coordinate planes of the space of
coefficients p,,, ..., p,, may in concrete cases be essentially simplified
by finding the Liapunov function in the form of a quadratic form with
constant coefficients.

In the present case, it is obvious that not every positive definite
quadratic form V corresponds to a non-empty region L(V) in the space of
coefficients p,,...p, . The supplementary conditions will now be studied,
which must be satisfied by the coefficients a;; of the quadratic form V,
so that so that the region L(V) will exist.

For the quadratic form dV/dt Sylvester’s determinants will obviously
be

0 —1 Pir- - - pl?‘
—1 0 &1 - - mlr
——————— i
D, = — f’l_l _ _“f‘ E ; (r=1,...,n) (4.7)
...... i !Aijm §r §
i
Pyr %r ; _______ {
where the |A;:], are the principal diagonal minors of r-th order of the
d ; a1 he 4..(1) ; ;
eterminant | ij |, and the ij are determined by the expressions
(4.3).

It is sufficient for the existence of the region L(V), if there exists
one point at which Sylvester’'s inequality

(—'1)7Dr>0 r=1,...,n)

is fulfilled. Consider the value of Sylvester’s determinant at the point
of contact of the surface D, = 0 with the plane p,, = 0. The coordinates
of this point are determined by the expressions (1.6).

If the region L(V) exists, then the inequalities
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(4.8)
m<0

9
(_1) D Ipll—pll >O (r:l,...,n—i), (—1) D

6p n z’11"1"11

must be fulfilled at this point.

The last inequality must hold on the strength of the fact that the
region L(V) belongs to the region of Routh-Hurwitz for whichp,<0.

Substituting the values p l(") from (4.5) into (4.8), one obtains,
after elementary transformatlons, the known conditions:

0 o

1n 2n r+1,1
%y 0 CITRI
(— 1)+ oy,  an TS LIS 0 =1 (4.9)
..... oA |
o‘7‘-1»1, n ir } _________ :
1 0 [+ 2% NS %in
— D -] an R i (4.1
( ) ay } IAij(l)I 5
| % 1 ‘

Comparing the last inequality (4.8) with the inequality (4.9) (for
r=n- 1), it is readily verified that the inequality (4.8) may be re-
placed by the simple condition a,> 0.

Since the region L(V) belongs to the region, determined by the in-
equalities of Routh-Hurwitz from which there follow the inequalities
P; < 0, one has on the basis of (4.6)

ain >0 (i=1,...n (4.11)
In addition, since a,,, ..., a n are the components of a vector,
parallel to the axis of the paraboloid and lying in the region where
<0(i=1, 2, ..., n), the quantities @ys +es, a;, must all have

tﬁe same sign.

By the condition of positive definiteness a,, > 0. Hence, one must
have

o >0 (i=1,...,n) (4.12)

Thus, the additional conditions have been derived which must be
satisfied by the coefficients of the positive definite form

V = 2 ;25 (413)
i, =1
so that a non-empty region L(V) will exist in the n-dimensional coeffi-
clent space:
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0 23 RSP S - .a,m
oy :‘ """" ! Byp
(— D) - ; iAijm i,-f ...... >0 r=1,....,n—1)  (4.14)
%y . | ®rpt, m
%,y L TR 0
;i >0, @, >0 (i=1,...,n) (4.15)

As an example a problem will be considered which is of interest in
automatic control theory.

Let the disturbed motion of the system satisfy the n-th order diffe-
rential equation

Y 4 Ay 4 Ay e+ A0+ A (Dy =0 (4.16)

where 4.° = const. (i =1, ..., n=D, A, (t) > 0 for every value t > 0
vanishes for t > 0.

The constants 4,°, ..., 4, ,° and the function 4, (t) will be assumed
to satisfy the conditions of Routh-Hurwitz.

If the quadratic form (4.13) with constant coefficients is the Liapunov
function for the system under consideration, the region L(V) must touch

the plane p,, = 0 at the point with the coordinates p,, = ~4,°p,, = -A,°,
Pip_y = =A%, . Hence, on the basis of (4.6), the coefficients a,,a, ...

a__ are related to the 4,°, ..., A° _ by the equalities
nn 1 n-1

[+4 o o
2n 3 nn
= Alov = 201 cvey = Aon-—-l (4.17)

%yn %n %n

Without restricting the generality, one may let a,=1 (condition
(4.14) and then one finds

“1?1 =3 i, Aoy == Alo, Anpy == Azo, R S Aeg_l (4.’18)
Replacing in the equations (3.12), which determine the boundary of
the region L(V), the quantities p,,p,,...p,, by the quantities -A,° -A,°,
cee, —Aon_1‘~An and substituting the obtained values of @ips Gopy sees
a,, one arrives at

0o AP A° ... A,
i 0 <53} 2473 oo 1
A o« & + ®ig & 3+m22 R A1°
D= — 1 ou 12 it .
" Ae® oz gy gy Gggfep. . . Ay (4.19)

...................
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By (4.6), the value A, = 0 is a root of the quadratic equation
Dn(An) = 0. The second root 4, {“ij} ) (4, j=1, ..., n=1) will be a
rational function of the remaining undetermined coefficients a;; of the
quadratic form V. These coefficients may always be determined f{‘om the
system of equations

94, .
=0 @Gi=1....,n—14 (4.20)

Bo; ;

Thus, sufficient conditions for the stability of the system under con-
sideration will be

A, > A, (1) >0
In the case of the second-order equation
Y+ A4 +4,(0y=0 (4.21)
where A1° > 0, one has by (4.18) the following values for the coefficient
of the Liapunov function
app =1, %9y = A;°
For this purpose, one has for 4, the expression (4. 19):

C(nA]Q —1
an?

Ay =4 or dy= A2 (4.22)

since it follows from the condition aAz/aau = 0 that a;, = 2/A1°.

Thus, if the function A,(t) satisfies the condition
4,2 > A, (1) >0 (4.23)

the undisturbed motion is stable and the quadratic form with constant
coefficients 5

V = Alo yl2 + 2y'?] + Aloyz (424)
will be the Liapunov function. In cases where n > 2, the solution of the
system (4.20) may be obtained by known approximate methods.

5. The stability of one class of non-stationary motions.

Let the system of differential equations of the disturbed motion have the
form

n
% =Zpi,~(£)xj i=1,...,n (5.'1)
where -
pii (1) = pii® + pi 0 - L mpytB) (5.2)
O<my <my<...< My— constants
pii® (@ j=1,...,m;s=1,..., k) — constants

The following new independent variable will be introduced:

- 1 my+1
F= et (5.3)
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The system of equations of disturbed motion (5.1) then takes the form

dxi e

F:Zqij('c)xi {i=1,...,n) (5.4)
j=1
’ mytmg

vhere k _
0 = B im0 T @it =0
8=

Obviously as r + = the coefficients 9;j (r) tend to definite limits
,l,}.,rgqij (T) = P,-j(k) (i 7=1,...,n)

and therefore, by the theorem of Chetaev [2 1, the stability of the
obvious solution of the system (5.4), and consequently of the system
(5.1), follows from the stability of the obvious solution of the limit-
ing system

dz; "\ .
-a—:;- = %1 pij(k)xj (5.9)
From this follows the validity of the following proposition.

Theorem. The trivial solution of the system of linear differential
equations of disturbed motion (5.1) with coefficients of the form (5.2)
is asymptotically stable if the roots of the characteristic equation of
the limiting system (5.5)

det| p, M — 8\ =0

satisfy the condition Re el A; < ¢, where ¢ is an arbitrarily small
fixed negative number.

6. Stability of non-linear systems. The above results may also
be applied to the study of the stability of non-linear systems. Let the
system of equations of disturbed motion have the form

dzx; i
dzl =2@i5(t,xl,...,xn)x5 (i=1,:0.,n) (6.1)
j=1

where ¢i-(t; Xiy veey xn) are for t > 0 continuous and bounded functions
in any finite neighborhood of the origin of coordinates. let

n
Vg, ..., z0) = 2 Qi liL; (&35 = @;; == const)
i j=1
be a positive definite quadratic form, the derivative of which on the
strength of the system
n

dx;
E—:jzlcpﬁ(t, 0,....0x (=1...,n0

is a negative definite quadratic form. Obviously, then, the quadratic
form V will be likewise the Liapunov function for the system (6.1). The
results of Sections 1-3 above may be used to estimate the regions of the
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initial disturbances x.°, ..., x °, to which correspond the solutions

%, (t), ..., z,(t) of the system ?6 , satisfying the condition xz;(t) - 0
for t » w. In fact, replacing in the cond1t1ons (= 1)"det,, || a; || >0
the coefficients p,. by the functions ¢,; . Xiy eens x.), one obtams in
the variables t; Xy oeee, X, the sufficient condition

(— )" detn]ai; (& 21, . - -, T0) [ >0
where

aij (L Tyy oo vy Tn) =E (oc,-scpsj (t; z, .0y o) + %jsPy; (t; 2y, .- -, )

8=1

It 1t 1s satisfied, then the function

dV —2 Zcp”(t Zyy ooy Tn)Xj

i=1
is negative definite. If c(t) = mf V(z,, ..., %) on the surface
dety Jla;;(t; =z, ..., %} || = 0 and if ¢ = inf c(t) for t > 0, then the
property x; (t) 5 0 for £ + oo (1 =1, ..., n) applies for the condition
Vix,°, ..., %, °) < co where x;° = 2;(0)(i = 1, ..., n) (the number ¢; > 0
ex1sts on the strength of the assumpt1on that dV/dt by (6.2) is negative
definite).
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